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Abstract

In this paper, we provide an analytical framework to
study the inter-cell and intra-cell bit-line coupling when it
is superimposed with the ground bounce effect and show
how those noises impair the performance of SRAM. The
impact of noises is expressed in term of a coupling noise
degradation factor and a ground bounce degradation factor.
We have used analytical techniques to reduce the governing
nonlinear ordinary differential equations to some manage-
able form and have derived very simple formulas for those
degradation factors. Experiments have shown that the re-
sults obtained using the derived simple formulas are in good
agreement with HSPICE simulation.

1. Introduction

Along with integration level and performance improve-
ment, semiconductor technology scaling has made it a
necessity to model inherent ‘secondary’ physical effects,
which, in the past, had little impact on integrated circuit
performance and were often neglected. In digital CMOS
circuits, such secondary physical effects, including capac-
itive and inductive coupling among interconnects, power
network IR voltage drop, simultaneous switching noise, and
so on, are often referred to as digital noises [1] and are re-
ceiving increasingly wider attention in recent years.

In contrast to noise in digital CMOS systems, noise in
well designed memories typically does not cause hard sys-
tem failure. Instead, they manifest themselves mainly in the
form of degrading system performance. In modern high-
performance semiconductor memories, however, every mil-
livolt counts. It is therefore pivotal to study the sources of
inherent noises and their impact on memory system per-
formance. In this paper, we study the combined effect of
two dominant noise types in static random access memories
(SRAM), bit-line coupling and ground bounce, on SRAM

performance.
There are two types of capacitive bit-line couplings.

Intra-bit-line coupling is caused by the capacitance between
the true and the complementary bit-lines of a single mem-
ory cell. Due to the differential operation nature of the sense
amplifier, intra-bit-line coupling has twice the effect on bit-
line delay. Inter-bit-line coupling is due to the coupling be-
tween bit-lines of adjacent memory cells. It leads to mem-
ory READ time variation depending on the data stored in the
memory, as illustrated in Figure 1. In semiconductor mem-
ories, the bit-line coupling effect is first seen in dynamic
random access memory (DRAM) [2], [3]. Techniques like
twisted data-lines are extensively used to cancel out the cou-
pling noise [4], [5]. Bit-line coupling is a lesser problem
with SRAM because SRAM cells are significantly larger
than DRAM cells resulting to larger separation of the bit-
lines. However, aggressive technology scaling in the lateral
dimensions while leaving the vertical dimension relatively
unchanged has significantly increased the ratio of the bit-
line coupling capacitance to total capacitance. This makes
the coupling among SRAM bit-lines no longer negligible
[6].

Ground bounce, also known as simultaneous switching
noise (SSN), is caused by the large instant current, due to
the switching of multiple devices, through the parasitic in-
ductance at the ground node. SSN at chip output drivers
have been studied extensively in the literature [7] and many
driver design techniques considering SSN were also re-
ported [8], [9]. Ground bounce is especially a serious prob-
lem in semiconductor memories because the simultaneous
switching of a large number of memory cells and sense am-
plifiers. As the size of memories quadruples every three
years or so, the number of columns is slowly increasing,
which results to an increase in ground bounce. In this pa-
per, we consider the ground bounce in the SRAM cell array
caused by the simultaneous switching of memory cells.

It is the intention of this research to analytically study the
combined effects of bit-line coupling and ground bounce on
SRAM bit-line delay. In Section II, the problem is formu-
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Figure 1. Variation of SRAM access time due
to inter-bit-line coupling.

lated into a set of nonlinear ordinary differential equations.
In Section III, those equations are first simplified based on
observations of the SRAM operation. The simplified equa-
tions are then solved analytically. In Section IV, we com-
pare the results predicted by the derived formulation with
those obtained using HSPICE simulation.

2. Formulation

Let us study memory cell M2 in Figure 1. In the fig-
ure, CBL is the bit-line capacitance comprised of drain ca-
pacitances of the SRAM cells, bit-line wire capacitance,
sense amplifier input capacitance, and the capacitances of
the precharge and balance transistors. Intra-bit-line capac-
itance CIB and inter-bit-line capacitance CXB are due to the
coupling between the bit-lines.

The coupling noise induced on bit-lines depends on the
data pattern stored in the memory cells. The worst case sce-
nario is that all the memory cells store 1 when the coupling
from both neighboring cells tends to slow down the devel-
opment of the differential voltage across BL2 and BL2. In
this case, BL1, BL2 and BL3 (BL1, BL2 and BL3) are elec-
trically identical due to the symmetry of the system. There-
fore, the coupling capacitance between BL1 and BL2 and
that between BL2 and BL3 can be replaced by a single ca-
pacitance of value CXB connected between BL2 and BL2. In
all, when all memory cells store 1, we have a simplified cir-
cuit as shown in Figure 2. It can be shown that the same
simplified circuit can be derived for the best case scenario.
The only difference between the two cases is the definition
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Figure 2. Simplified circuit for noise analysis.

of the effective coupling capacitance

CXT =
{

CIB, best case
CIB +CXB, worst case.

Denote the parasitic ground inductance, which includes
the package inductance and the ground network wiring in-
ductance, as L0 and the parasitic ground capacitance, which
includes the capacitance of the ground network and the
package pin, as well as the effective decoupling capaci-
tance, as C0. Assume there are N columns in the SRAM
array, it can be shown that the ground bounce effect caused
by N memory cells in a row is identical to that caused by
a single memory cell when the following transformation is
used

C =C0/N, L = NL0.

In this paper, we assume that the memory bit-lines are
precharged to VDD. The analysis is similar when the bit-
lines are precharged to other fixed voltages. We also as-
sume the SRAM cell operates under normal condition, i.e.,
it does not flip state during a READ operation. In this case,
node S stays very close to VDD. The access transistor MA2
and the pull-up transistor MP1 remain in the off-state. The
voltage at the storage node S will increase and then stays
at a level such that the current through the access transis-
tor MA1 is approximately the same as that through the drive
transistor MN1. For an appropriately sized SRAM cell, this
voltage will not reach the logic threshold voltage of the in-
verter formed by the transistor pair MP2 and MN2.

There are four nodes in the system under study: two bit-
lines BL and BL, the storage node S, and the ground node
G. Each of the first three nodes is governed by a first-order
differential equation while the ground node has to be mod-
eled by a second-order differential equation because there
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are both capacitance and inductance in the ground node.
Those equations can be written as follows.

(CBL+CXT )
dVBL(t)

dt
−CXT

dVBL(t)
dt

= −Iac(t) (1)

(CBL+CXT )
dVBL(t)

dt
−CXT

dVBL(t)
dt

= 0 (2)

CS
dVS(t)
dt

= Iac(t)− Idr(t) (3)

C
d2VG(t)

dt2 +
VG(t)
L

=
dIdr(t)

dt
(4)

where Iac(t) and Idr(t) are the time-variant current through
the access transistor MA1 and the drive transistor MN1, re-
spectively.

For simplicity of analysis, we have assumed the word
line switches from zero to the supply voltage immediately.
Therefore, the gate voltage of the access transistor is a con-
stant for t > 0, and the current through the access transistor
is a function of the voltages at the remaining three nodes

Iac(t) = f
(
VS(t),VG(t),VBL(t)

)
. (5)

The gate voltage of the drive transistor MN1 approximately
stays at VDD and both source and bulk nodes are tied to the
ground node. Hence we can write

Idr(t) = g
(
VS(t),VG(t)

)
. (6)

In all, our task is to solve Equations (1)-(6) under the
initial condition that VBL(0)=VBL(0)=VDD, VS(t)=0, and
VG(0)=V ′

G(0)=0, where the prime mark refers to time di-
revative.

3. Analysis

Analytical study of Equations (1)-(6) in general form is
virtually intractable. In this paper, we focus on the special
case that is applicable to our application. We have observed
that for typical SRAM READ operations, 1) the bit-line volt-
age swing is very limited; 2) the access transistor MA1 stays
in the saturation region, and 3) the storage node S quickly
settles to a quasi-static state because of its small nodal ca-
pacitance. Those observations will be used to simplify the
problem.

First, the set of equations formulated in the previous sec-
tion need an explicit expression for Iac(t) and Idr(t). A
widely used MOSFET I-V model is the α-power law model
[10]. However, if we use the α-power law model, the re-
sulting equations are nonlinear and there is no closed-form
solution.

A typical approach used in literature on facing similar
scenario is to approximate the formulation of the α-power
law model such that the resulting equation has a simpler

form, e.g., a linear dependency on the node voltages. This
approach has two sources of errors, the device modeling er-
ror and the error occurred during the approximation. Here
we take a shortcut and use a linear model for the transis-
tors directly. We assume that the current equations can be
written in the following form

Iac(t) = a0 −a1VS(t)+a2VG(t)+a3VBL(t), (7)

Idr(t) = b1
(
VS(t)−VG(t)

)
. (8)

The set of equations (1)-(4) and (7)-(8) are linear or-
dinary differential equations with no closed-form solution.
Based on our previous observation that the bit-line voltage
swing is small and that the access transistor is in saturation
region, we assume that the bit-line voltage have no direct
impact on the current through the access transistor MA1. In
the next section, we will show that this is a very good as-
sumption through simulation. Under this assumption, the
access transistor current formula is simplified to

Iac(t) = a0 −a1VS(t)+a2VG(t). (9)

Now (3)-(4) are separated from (1)-(2). Therefore, we will
first derive the voltage waveforms at the ground node G and
the storage node S. The set of equations is

C
d2VG(t)

dt2 +
VG(t)
L

= b1
(dVS(t)

dt
− dVG(t)

dt

)
, (10)

CS
dVS(t)
dt

= a0 − (a1 +b1)VS(t)+(a2 +b1)VG(t), (11)

which is equivalent to a third-order differential equation
and, literally, can be solved analytically. However, we have
found the resulting expression is still overly complicated.

To obtain an approximate analytical solution to this third
order differential equation, we study two extreme cases.
First when t is very small, the ground bounce voltage can
be neglected. Equation (11) is reduced to

CS
dVS(t)
dt

= a0 − (a1 +b1)VS(t),

which can be analytically solved and the waveform for VS is
written as

VS(t) =
a0

a1 +b1
(1− e−λ0t), (12)

where
λ0 = (a1 +b1)/CS.

Second, when t is large, the left side of the equation can
be neglected because CS is typically 2-3 orders of magni-
tude smaller than bit-line capacitances. And we can obtain
a quasi-steady state equation as

VS(t) =
a0

a1 +b1
+

a2 +b1

a1 +b1
VG(t). (13)
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Therefore, we postulate that the voltage waveform at node
S has the following form

VS(t) =
a0

a1 +b1

(
1− e−λ0t

)
+

a2 +b1

a1 +b1
VG(t). (14)

It can be easily verified that the above equation reduces to
(12) when t is small and to (13) when t is large, respectively.

By inserting the approximate voltage waveform VS(t)
into (10), we have constructed an approximated equation
for the ground node voltage

C
d2VG(t)

dt2 +b1
a1−a2

a1+b1

dVG(t)
dt

+
VG(t)
L

=
a0b1

a1+b1
λ0e

−λ0t ,

which can be analytically solved using the initial condition
that VG(0)=0 and V ′

G(0)=0. The voltage waveform at the
ground network is derived as

VG(t) = A

(
e−λ0t +

(λ0 −λ
ω

sinωt − cosωt
)
e−λt

)
, (15)

where

A =
a0b1

a1 +b1
· λ0

Cλ2
0 −b1λ0 +1/L

,

λ =
(a1 −a2)b1

2(a1 +b1)
· 1
C

,

ω =

√
1
LC

−λ2.

For typical embedded SRAM, λ0 � ω and ω � λ. At
any reasonably large time t (t � 1/λ0), the ground node
voltage waveform can be further simplified to

VG(t) =
a0b1

a1 +b1

√
L
C
e−λt sinω0t, (16)

where
ω0 = 1/

√
LC.

Neglecting the effect of the short period before the storage
node S settles, we have the following approximated expres-
sion

VS(t) =
a0

a1 +b1
+

a0b1(a2 +b1)
(a1 +b1)2

√
L
C
e−λt sinω0t. (17)

The time-variant current through the access transistor is
hence derived as

Iac(t) = K1 −K2e
−λt

√
L
C

sinω0t, (18)

where

K1 =
a0b1

a1 +b1
, K2 =

a0(a1 −a2)b2
1

(a1 +b1)2 .

0

0.10

0.20

0.15

0.05

Degradation Factors

0 0.4 0.8 1.2 1.6 2.0
Time (ns)

ηgb

ηxt

Intra-cell

Inter-cell

worst case

best case

coupling

coupling

Figure 3. Typical degradation factors.

The voltage across the sense amplifier VSA is derived as

VSA(t) � 1
CBL +2CXT

(
K1t −K2L(1− e−λt cosω0t)

)
. (19)

The above equation can be rewritten as

VSA(t) �VSA,0(t) · (1−ηxt) · (1−ηgb(t)
)
. (20)

where VSA,0(t) is the voltage across the sense amplifier as-
suming there is neither bit-line coupling nor ground bounce,
ηxt is the bit-line coupling degradation factor, and ηgb(t) is
the ground bounce degradation factor. They are defined as

VSA,0(t) = K1t/CBL, (21)

ηxt = 2CXT/CBL, (22)

ηgb(t) =
K2

K1t
L(1− e−λt cosω0t). (23)

As expected, ηxt is a positive number and ηgb(t) is also pos-
itive for any t > 0. Therefore, capacitive coupling among
bit-lines and ground bounce will always deteriorate the per-
formance of the SRAM READ operation. It is also observed
that the coupling degradation factor is a constant while the
ground bounce degradation factor ηgb(t) varies with respect
to time. The dependency of the degradation factors on time
are illustrated in Figure 3 for a typical SRAM.

4. Experiments

In this section, we verify the correctness of the derived
formula through HSPICE simulation. We have used a 0.18
micron process with a supply voltage of 1.8 V in this study.
The extracted model parameters for the process are shown
in Table 1. They are obtained by curve fitting the MOSFET
I-V characteristic generated using HSPICE Level 49 model
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(BSIM3). In Figure 4, we compare the access transistor cur-
rent calculated by the linear model with that obtained using
HSPICE level 49 model. The comparison is for the variable
ranges that are interested to us: the values of VG are limited
to 0.3VDD and the values of VS are limited to 0.4VDD. As
shown in the figure, the results match very well.

Table 1. Extracted model parameters.
Parameter Value (mA/V)

a0 0.259
a1 0.270
a2 0.041
b1 0.510

The parameters used in our simulations are as follows.
Bit-line capacitance, intra-cell coupling capacitance, and
inter-cell coupling capacitance are 1.2 fF, 0.056 fF, and
0.038 fF, respectively, for each cell. A lumped capacitance
of 15 fF is added to the bit-line capacitance representing
the sense amplifier input capacitance and the capacitance
of the precharge and balance transistors. The storage node
capacitance CS is 4.1 fF. We also use typical values for par-
asitic ground inductance and capacitance: L0 = 3nH and
C0 =10 pF .

Transient waveforms obtained using HSPICE simulation
as well as that derived based on the proposed equations are
compared in Figure 5 for a typical SRAM (1024 rows, 64
columns). The derived voltages at the ground node and
the storage node S match very well with simulation results.
This shows that the postulation (14) we made is valid. The
difference in voltage waveforms is indistinguishable for the
bit-line voltages at the resolution of the figure. The volt-
age across the sense amplifier is plotted in Figure 6(a) for
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Figure 5. Comparison of simulated and ana-
lytical transient waveform.
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Figure 6. (a) Voltage across sense amplifier.
(b) Voltage difference from ideal value.

the same SRAM configuration. The curve marked as ideal
is obtained assuming, 1) it is under best inter-cell coupling
scenario, and 2) there is no ground bounce by setting the
ground inductance to zero. Again, the proposed formula
matches the experimental results extremely well. The dif-
ference is not distinguishable at the resolution of this figure.
So in Figure 6(b), we use ∆V (t)=Vreal−Videal(t) as the ver-
tical axis of the plot to amplify the difference between for-
mula and experiment. The error of the formula is observed
to be less than 2 mV.

In Table 2, we compare the time for the voltage across
the sense amplifier to reach 100 mV. Delay variation due to
inter bit-line coupling is observed to be around 5 % for our
technology. Typical variation is 14 mV for 256-row SRAM
array and 40 mV for 1024-row SRAM array. Analytical re-
sults on delay variation match simulation results very well.
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Table 2. Variation of voltage across sense amplifier.
Number Number Best case (ns) Worst case (ns) Variation (ns)
of rows of cols Simulation Analysis Simulation Analysis Simulation Analysis

32 0.226 0.218 0.238 0.230 0.012 (5.3%) 0.012 (5.5%)
256 64 0.237 0.230 0.250 0.244 0.013 (5.5%) 0.014 (5.7%)

128 0.260 0.263 0.276 0.278 0.016 (6.2%) 0.015 (5.7%)
32 0.438 0.431 0.462 0.455 0.024 (5.5%) 0.024 (5.7%)

512 64 0.464 0.455 0.488 0.479 0.024 (5.2%) 0.024 (5.3%)
128 0.509 0.498 0.534 0.521 0.025 (4.9%) 0.023 (4.6%)
32 0.820 0.817 0.862 0.860 0.042 (5.1%) 0.043 (5.3%)

1024 64 0.838 0.830 0.878 0.872 0.040 (4.8%) 0.042 (5.1%)
128 0.872 0.855 0.911 0.896 0.039 (4.5%) 0.041 (4.8%)

5. Conclusion

In this paper, we have analytically studied the issues of
bit-line coupling and ground bounce in SRAM. The im-
pact of those two sources of noise on SRAM performance
is formulated using two degradation factors. The bit-line
coupling degradation factor is a constant with respect to
time while the ground bounce degradation factor varies with
time. It is observed that both noise types may cause over
10 % increase in bit-line delay and that the variation of bit-
line delay due to different data pattern in the SRAM is about
5% in our technology. We have analytically derived simple
formulas for the degradation factors using an application-
specific linear model for the MOSFET transistors. Exper-
iments have shown that those simple formulas are in good
agreement with HSPICE simulation results.
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